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Abstract: Many educational institutions worldwide make significant efforts to collect student feedback to understand their 

perspectives on the courses and faculty. This feedback is used to enhance the institution's environment. In this modern 

world, institutions use data collection techniques to gather feedback. However, they lack the proper techniques to analyze 

and utilize this data to improve the educational quality of the institute using textual feedback. This study presents 

techniques for analyzing the written feedback from students, which was collected for course evaluation over a year. This 

paper focuses on techniques including Multinomial Naive Bayes Classifier, Long Short-Term Memory(LSTM), and 

Random Forest to enhance the outcomes of sentiment analysis. Ultimately, our efforts resulted in the LSTM achieving 

97.45% accuracy during model testing for three types of sentiments: positive, neutral, and negative. This paper also aims 

to identify a clear research gap in this field and discusses the work of other researchers, including their less accurate 

models from the past. We also discuss the processes of collecting a sufficient amount of data to train this model, and then 

utilize a set of 25,689 data points for training. Furthermore, this paper primarily focuses on enhancing the quality of 

education. The initial model has been implemented at Balochistan UET Khuzdar, and it has produced satisfactory results. 

In the future, efforts will be made to find the perfect way to enhance the quality of education. 

Index Terms: Sentiment analysis, Course Evaluation, Machine learning, Student Textual feedback, Educational quality 

enhancement. 

1. Introduction 

A prominent topic in education circles worldwide is the efficacy of teachers as a deciding factor in educational 

quality. As a result, precise and effective teacher assessment has grown in importance as a subject of academic study [1]. 

Nowadays, Sentiment analysis has become more popular as more companies pay close attention to reviews[2]. In reality, 

the assessments and written feedback from students and courses are not just connected to administrative choices regarding 

teachers' promotions and salary increases, but they also offer teachers a comprehensive view of their teaching 

effectiveness and aid in enhancing the quality of instruction. These assessments may improve the bonds between teachers 

and students while also promoting the growth and development of the pupils. 

 Opposition mining is another name for sentiment analysis. Sentiment analysis examines, evaluates, and extracts 

opinions from textual content [3]. It uses natural language processing (NLP) technology to identify a document's 

emotional tone [4]. Since the 1960s, a lot of theories on sentiment analysis—the identification and categorization of 

emotions—have been developed [5]. Opinion mining is a vast field of research that combines natural language processing, 

machine learning, psychology, and sociology to uncover users' and customers' fundamental ideas. Views from users may 

be available on a number of websites, such as Instagram, Facebook, and Twitter. Scholars started looking through these 

websites around ten years ago to find sentiments or viewpoints [6]. Delivering polarity results and assessing people's 

emotions both depend on sentiment analysis. Reviews on different themes, such as goods and people, carry tremendous 

weight in the eyes of enterprises, which is why suitable text arrangement becomes beneficial for interpreting the sentiment 

state [7].  Feedback provided by students can be categorized into two forms: textual feedback and grading feedback based 

on Likert scale scores[8]. In the case of Likert scale scoring, students are presented with questions and asked to rate their 

responses using a predefined scale. This approach primarily concentrates on gathering feedback related to specific topics, 
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but it may not accurately capture the perfect/present sentiments of the students[9]. The intelligent analysis of student 

behavior and the LMS in connection to course results is being done with the help of several ML algorithms [10]-[11]. 
Textual feedback is used to determine the actual sentiment of the students. Students are given a series of questions to 

reply in sentences in this textual style. It benefits both the academic administration and the instructor in overcoming 

organizational challenges. As a result, automatic models and methods are required to effectively handle textual 

feedback[12]. 

Surveys of students' opinions are used by educational institutions after each semester to get their thoughts on the 

courses they took[13]. Both qualitative and quantitative data, such as comments, course evaluations, and student 

demographics, are included in the feedback. While qualitative data analysis uses methods like natural language processing 

(NLP) to interpret textual comments, quantitative data analysis provides statistical insights into course feedback [14]. 

Listening to students' opinions about classes, material, and instruction is made possible by this analysis. 

Sentiment analysis is categorized into five types which are listed in Table 1 . But our paper focuses on Sentence-

level sentiment analysis. 

Type of Analysis Definition 

Document-Level 

Sentiment Analysis 

This study primarily aims to classify written works, such as articles or reviews, as Positive, 

negative, and neutral depending on the overall tone they reflect. 

Sentence-level 

sentiment analysis 

When looking at this situation the examination centers, on the emotions conveyed in each 

sentence of a document giving an understanding of the feelings expressed throughout parts 

of the text. 

Aspect-Based Sentiment 

Analysis 

This approach aims to pinpoint and capture the feelings linked to elements or subjects 

referenced in the content. For instance, in a review of a product the attitudes, towards 

aspects of the product (, like its performance, appearance and ease of use) can be assessed 

separately. 

Entity-Level Sentiment 

Analysis 

The purpose of this investigation is to determine the attitudes stated about the persons, 

businesses, or goods that are mentioned in the text. It facilitates understanding the feelings 

associated with topics covered in a literary work. 

Comparative Sentiment 

Analysis 

Evaluating the attitudes expressed toward topics or ideas included in the literature is one 

method. Finding out what kinds of feelings or preferences people have for certain things 

or traits is the goal. 

Table 1 Definitional table of sentiment analysis based on five types. 

Google Forms, QEC semester feedback collection, and online sentiment datasets were used in this study to collect 

student responses that reflect a wide range of opinions. The objective is to extract opinion statements and use machine 

learning techniques to assign a positive or negative classification to them. This will play a significant role in course 

evaluation. Machine learning approaches may employ supervised or unsupervised learning[15]. Classification issues can 

be resolved using various techniques, including Long Short-Term Memory (LSTM), Naive Bayes, and Random Forests. 

The lexicon-based method detects sentiment polarity in textual information by utilizing a sentiment lexicon, which is 

essentially a compilation of terms with corresponding sentiment polarities[16]. 

The structure of this document is as follows: In the "Literature Review" section, we will provide an overview of 

prior studies on sentiment analysis and machine learning techniques. The "Methodology" section describes how materials 

are categorized based on student comments. The "Performance Analysis" section compares machine learning techniques 

based on F-score, accuracy, and final results. The "Conclusion" section summarizes the findings and offers final 

observations. 
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2. LITERATURE REVIEW 

The field of sentiment analysis has been extensively researched. There haven't been a lot of studies, in text 

classification that categorize texts as negative, positive, or neutral. [17]-[18]. In the realm of education, instructors are 

often assessed through both data, like percentages and rating scales ( feedback) and commentary, assessment tasks as 

well, as audio and video files (qualitative feedback) [19]. A comprehensive investigation was conducted to assess 

emotions in three domains: sentiment analysis, feature extraction, and framework [20]. In methods supervised learning 

techniques, like Long Short Term Memory (LSTM) and Naive Bayes are explored. The findings show that Long Short 

Term Memory outperforms better than classifiers in terms of accuracy. As per the research Naive Bayes does better than 

LSTM with datasets whereas LSTM excels, with datasets. As per the research Naive Bayes does better than LSTM with 

datasets whereas LSTM excels, with datasets. [21]. In a study conducted at Middle East College in Oman, researchers 

classified student responses from a module assessment survey using the RapidMiner opinion mining program. They used 

neural networks, K closest neighbor, support vector machines, naïve Bayes, and other learning methods to analyze the 

data. Among the examined algorithms, K Nearest Neighbor demonstrated precision while Naïve Bayes had the highest 

accuracy and recall, according to the results [15]. The effectiveness and exactness of the sentiment model rely on the 

methods employed. A strategy, in data mining was created to categorize faculty ratings at an institution, from 1 to 5 using 

characteristics[22]. The research utilized the Naive Bayes classifier and text-mining techniques to evaluate student 

feedback. Nonetheless, a limitation of this investigation was its inability to precisely grasp the sentiments of the students 

[23]. It can take time and effort to process a significant amount of comments gathered at the conclusion of the semester. 

As described in Long Short-Term Memory (LSTM), Naive Bayes, and Maximum Entropy (ME), the machine learning 

techniques are [9]-[10]. Decision trees and Multinomial Naive Bayes are utilized for sentiment analysis of Twitter data 

[21]. The study utilized the n-gram approach [24]  to extract features from 1150 documents. The classification model's 

performance was assessed using recall, F-score, precision, and accuracy measures [25]. The study addresses the issue of 

sentiment polarity categorization using input data from online product reviews on Amazon. [26]-[27].  A sentiment 

analysis categorization model for Arabic text was created in 2014. Out of 10,500 texts, 2591 were used for model training 

after preprocessing. To ascertain the sentiment of the reviews, the 10-fold cross-validation method was applied with the 

SVM, KNN, and Naive Bayes classifiers. At 75.25%  SVM classifier had the best accuracy [28]. 
 

 The Literature Review section of this paper focuses on finding a significant gap in existing research. After 

conducting a thorough search and analysis, we have discovered various sentiment analysis models and their corresponding 

accuracy rates, as outlined in Table 2. Our research indicates that our sentiment analysis model outperforms the accuracy 

levels of current models. This conclusion supports the results of the literature review, confirming the existence of a 

substantial research gap. 

Different models with their accuracy Rate. 

Reference. 

No 

Research Paper Title  Author  Accuracy 

Rate 

[1] Automatic scoring of student feedback for 

teaching evaluation based on aspect-level 

sentiment analysis. 

Ping Ren1 79% 

[19] Using sentiment analysis to evaluate 

qualitative students’ responses. 

Delali Kwasi Dake1 63.70% 

[28] Arabic Sentiment Analysis using Supervised 

Classification. 

Rehab M. Duwairi1 75.99 

[29] Opinion mining from student feedback data 

using supervised learning algorithms. 

Dhanalakshmi V.,Dhivya Bino1 94.67% 

Table 2 Finding a Research gap by getting the Accuracy of  different researched models 
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3. METHODOLOGY 

 Applying sentiment analysis via a method of machine learning is the focus of this work. It involves collecting textual 

data (Input Data), labeling a portion with positive, negative, or neutral sentiments (Training Data), and then using this 

labeled data to train an algorithm to recognize these emotions in new text. The algorithm extracts and analyzes features 

such as word choice, punctuation, and grammar to enhance its ability to accurately predict sentiment(Feature Extraction). 

The findings are then presented visually for clarity (Graphical Representation). This approach involves six key steps, as 

depicted in Figure 1. 

So, we follow Figure 1 and perform our methodology phases step by step. The first step is: 

3.1. Dataset 

To develop an advanced sentiment analysis model,  a substantial amount of data is required [30], and  collected 

through diverse methods and sources, as outlined in this study, is necessary: 

 

3.1.1. Google Form survey 

To gather valid and effective input from students, we designed a Google Form survey. That includes a variety of 

questions regarding their experiences in courses, with instructors, and their overall satisfaction. The survey included open-

ended questions to gather detailed written feedback. We distributed the Google Form to students from various academic 

Figure 1 Sentiment Analysis Working Methodology. 

Figure 2 Snapshot of Google Form used to Collect students Feedbacks. 
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disciplines to ensure a comprehensive dataset. Using Google Forms, we have collected 1,248 responses from students. 

The Form is shown in Figure 2. 

 

3.1.2. QEC Department of Balochistan UET Khuzdar 

This is our second source where we gather a large amount of data. The "Balochistan University of Engineering and 

Technology Khuzdar" has assigned its Quality Enhancement Cell (QEC) the duty of gathering survey responses from 

students via the university website at the conclusion of each academic year, as shown in Figure 3. 

 We received permission from the Vice Chancellor of the institution and gathered student feedback from 2019 to 

2023. The feedback from QEC was collected in a Microsoft Excel spreadsheet. We have obtained 16,374 feedback from 

this source. 

 

3.1.3. Open Source Datasets 

To enrich our analysis and incorporate external perspectives, we utilize a third-party provider to collect online data 

from open-source platforms. This data includes public comments and opinions on education, courses, and informative 

topics. This additional source provides a broader perspective and captures sentiments expressed beyond the academic 

realm. Additionally, we used an open-source dataset from 

https://www.kaggle.com/datasets/crowdflower/twitter-airline-sentiment to enhance the model's accuracy. The 

Kaggle dataset contained social feedback that enabled us to achieve superior performance in sentiment analysis. 

 

Table 3 below shows the total number of datasets collected from three main sources for a research project, amounting 

to 25,699 datasets. The sources include Google Forms, where we collected 1,248 datasets; from the QEC Department of 

UET Khuzdar (2019-2023), we obtained 16,374 datasets; and from an open-source online platform, we gathered the 

dataset of 8,067 datasets. 

S.no Data Collection Platforms Number of Feedback Collected 

1 

4. Google Forms 

1,248 

2 QEC Department of UET 

Khuzdar (2019-2023) 

16,374 

Figure 3 Data Collected From QEC Department BUET 

https://www.kaggle.com/datasets/crowdflower/twitter-airline-sentiment
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3 Open source Online Platform 8,067 

Total 25,689 

Table 3 Total Number of Dataset collected from 3 main sources. 

3.2. Preparing Training Data 

This section also presents a detailed explanation of the steps to create a training dataset for the examination of written 

feedback received from the evaluation of students and courses. It gives two machine learning processes known as 

supervised learning, which relies on labeled data points, and unsupervised learning which works, devoid of labeled data. 

It applies learning because it combines the Sentiment Intensity Analyzer language model of the VADER. This tool assigns 

sentiment scores ranging from -1 to 1 to each phrase to show the degree of negativity or positivity. Additionally, it gives 

a sentiment score between -4 and 4 to every word, within the phrase.  [9].  

The training dataset is constructed using 25,000 feedback samples from three sources; Google Forms, the QEC 

Department, and Open Source. These feedback submissions are categorized as positive, neutral, or negative through a 

labeling process. To ensure consistency and minimize biases multiple researchers independently label a segment of the 

data resulting in a rater reliability score of 97%.  

Subsequent data cleaning and pre-processing steps involve normalization, tokenization, stemming/lemmatization, 

stop word removal, and feature engineering. Normalization consists of converting text to lowercase and removing 

diacritics to ensure a consistent data format. Tokenization breaks down sentences into words while stemming and 

lemmatization help analyze words accurately. Removing stop words that don't add meaning improves training efficiency. 

Feature engineering adds elements like sentiment scores word frequencies and document length to enhance feedback 

representation, for machine learning models. 

This carefully prepared and labeled dataset plays an important role based on subsequent machine learning analyses. 

Hand labeling, extensive pre-processing, and integration of several sources aim to build a robust and accurate training 

dataset for accurate textual analysis of student and course assessment comments. 

Creating training data is a time-consuming job that involves a lot of work. In Table 4 you can see an outline of how 

we created the training data, for our sentiment analysis model. We carefully sorted through written feedback from places 

like surveys and online platforms classifying them as positive, negative, and neutral. This thorough labeling forms the 

basis for teaching the model how to identify and understand patterns, in new text. 

S.no Feedback Source Sentiment 

1 Professor of Networking subject creates an excellent 

learning environment. His encouragement and support 

have boosted my confidence in the course. The way he 

provides constructive feedback on assignments has been 

incredibly helpful in my understanding of the material 

QEC Department 

of Balochistan 

UET khuzdar 

Positive 

2 I find the education system to be rigid and inflexible. The 

one-size-fits-all approach doesn't cater to diverse learning 

styles, and the pressure of exams can be overwhelming. 

There's a need for a more personalized and adaptive 

approach to accommodate the unique needs of students. 

Google Form Negative 

3 Unfortunately, I've had a frustrating experience in the class 

of organizational behavior. The grading seems 

inconsistent, and it's not always clear what is expected in 

assignments. I've tried seeking clarification, but the 

communication is lacking. 

QEC Department 

of Balochistan 

UET khuzdar 

Negative 

4 The flight with PIA was okay. Nothing extraordinary but 

also no major issues. The seating was comfortable, and the 

in-flight entertainment was decent. A neutral experience 

overall. 

Open-source 

online Dataset 

Neutral 

Table 4 Manually Labeling of Feedback used for training the model. 
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Table 5 presents the breakdown of sentiment labels manually assigned to the 25,699-point training dataset. The data 

obtained from Google Forms, QEC Khuzdar (2019-2023), and an open-source platform demonstrates that 45% of the 

sentiments are positive, 38% are negative, and 17% are neutral. This detailed categorization serves as the basis for 

developing our sentiment analysis model. 

 

S.no Type Of Sentiment Number of Feedback Based on Sentiments 

1 Positive 11,502 

2 Negative 9,805 

3 Neutral 4,382 

Table 5 Total number of Three Classified Sentiments Collected After Labeling. 

3.3. Feature Extraction 

This approach involves the extraction of features from datasets to create a format that is well-suited for machine 

learning algorithms. Both for train and the test sets of data, feature extraction is applied. The Scikit-learn package contains 

tools for feature extraction and tokenization of textual data. Tokenization divides textual data into discrete words or 

tokens. Tokenizing text documents and creating a lexicon of recognized phrases are done with the scikit-learn Count 

Vectorizer tool. 

3.4. Model Training 

Our study centered on the usage of three unique models: long short-term memory (LSTM), random forest (RF), and 

Multinomial naive Bayes (MNBC) to better sentiment analysis. This section presents a full discussion of the difficult 

approach utilized to train these models to accurately identify text using machine learning techniques. 

The graphics in Figure 4 demonstrate the techniques that are applied in constructing a sentiment analysis model. 

Initially, raw text data is employed as the input followed by the selection of an annotated subset. This subset, serving as 

the training dataset offers insights, into the model for recognizing cues through sophisticated feature extraction 

techniques. 

The machine learning techniques employed, like LSTM, multinomial naive Bayes, and random forest intricately grasp 

the connections, between text features and sentiment categorizations throughout the learning phase. This assimilation of 

information empowers the models to make guesses, about the sentiment of text. These methods include: 

 

3.4.1. Long Short-Term Memory (LSTM)  

LSTM stands for Long Short-Term Memory, one of the famous recurrent neural networks (RNN) that is often used 

in machine translation jobs. LSTMs are specifically crafted to manage data, like text, and possess the ability to retain 

information from inputs for a longer duration compared to conventional RNNs [31]. 

Figure 4 Sentiment Analysis Modeling Process. 
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3.4.2. Multinomial Naïve Bayes   

Mainly MNBC focuses on the classification approach to classify texts by considering both class and word 

probabilities. The classifier relies on the frequency of terms, in the document as a factor, for making predictions [32][33] 

[34]. 
 

3.4.3. Random Forest  

Random forest is a versatile classifier used in machine learning, which has high performance in both classification 

and regression problems. Its key benefits include its parametric nature, excellent accuracy, in classification, and ability 

to understand the importance of variables [35]. 

3.5. Evaluation of the test data 

It is the act of gathering and analyzing data to determine how well an organization is carrying out its intended 

operations. Evaluation, within a model’s context, is the term used for the last action undertaken directly following the 

training. At this point, it is crucial to assess the model’s performance and generalizability. Evaluation utilizes a separate 

test set to measure accuracy and the ability to execute the trained model. Via the test set, the model’s anticipated accuracy 

is validated using new untested data. The assessment presents findings on the model’s precision in delivering predictions, 

and general performance and usability outside a training set. Thus, evaluation is crucial for determining whether a 

proposed model is viable and reliable for practical usage, which, in turn, shows model functionality, areas that may need 

further adjustment, and whether a model is suitable for a real-life application. 

3.6. Performance Analysis  

I consider three machine learning algorithms; Random Forest, Multinomial Naive Bayes, and Long Short Term 

Memory as the three considered in this work. I will quantify the performance of the machine learning algorithms using 

the bigram and unigram features, which are based on accuracy, and the F score. Bigrams entail two parts or tokens from 

the string whereas unigrams involve the singular part or token in the string. Bigram is one of the features that compare 

how other Machine learning systems work. We run the models on a test dataset and assess their performance. Other 

factors are considered before determining how accurate it is, and hence the F-score. Accuracy involves accurately doing 

our model state predictions. There is another statistic that is a balance between precision and recall, called F-score, or F1 

score. It takes into account the balance between false positive predictions and false negative predictions and it also takes 

into account the precision of predictions when the class numbers in the dataset are unbalanced. 

Accuracy: Equation 1 specifies that accuracy is measured by dividing the total number of rows in the dataset by the 

number of accurate projections of the model made [36]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
characters/words correctly recognized

All characters/words
 (1) 

 

Calculating the F-score - an integral measure when evaluating models- requires 

accounting for both recall and precision together. This vital metric utilizes equation 2 as 

its formula and considers a weighted average approach that enables an accurate 

determination of how well models perform[37] 

 

Figure 5 The Bigram LSTM, MNBC, and RF algorithms' performance for different 

train samples 
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𝐹 𝑆𝑐𝑜𝑟𝑒 = 𝑓 1 = 𝑓 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (2) 

Figures 5,6 and Table 6 display the accuracy results for both unigrams and bigrams using the Random Forest, Long 

Short-Term Memory, and Multinomial Nave Bayes Classifier. The training set size was varied while the test data was 

kept constant for the research. Notably, the models' accuracy increases as the training data increases. 

 

 

Model Accuracy Precision Recall F-Score 

LSTM 97.45% 92.5% 90% 80% 

MNBC 80% 82.5% 70.5% 70.5% 

RF 79% 80.5% 38.6% 60% 

Table 6 Accuracy of different methods 

The LSTM method consistently yields improved accuracy as more data is utilized to train the model. measured in 

terms of accuracy against Random Forest (RF), Multinomial Naive Bayes Classifier (MNBC), and other methods.  

However, there is no improvement in RF and MNBC's accuracy. Compared to MNBC and RF, the LSTM offers more 

precision. 
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Figure 6 Performance of the Unigram LSTM, MNBC, and RF algorithms 

for various train samples 
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The MNBC and LSTM algorithms' F Scores rise linearly with the amount of training data shows in Figures 7 and 8 

respectively. 

 

 

4. RESULTS 

This part will cover our sentiment analysis study's results, with an emphasis on performance indicators like accuracy 

and F-score as well as the broader effects that follow from our research. Our main objective was to assess the Model's 

suitability for sentiment classification. The results that are offered here consist of both quantitative evaluations and 

insightful observations that were made after extensive testing. 

Figure 9 shows how well the three algorithms, in our sentiment analysis system perform; Multinomial Naive Bayes 

Classifier (MNBC), Random Forest (RF), and Long Short Term Memory (LSTM). The data shows that the accuracy of 

all three algorithms increases with the amount of training samples. Interestingly the LSTM algorithm consistently 

outperforms the others achieving the accuracy regardless of training sample sizes. While MNBC and RF show 

Figure 9 shows the accuracy results of the 3 tested models. 
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Figure 8 shows a graph of the F-Score for a Unigram v/s the number of train samples. 
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Figure 7 Shows a graph of Bigram's F Score as a function of the quantity of train samples. 
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performance RF slightly falls behind. These results indicate that for our dataset and task, LSTM provides dependable and 

accurate sentiment analysis capabilities. 

 

Figure 10 shows the F score results of three machine learning methods utilized in our sentiment analysis system; 

Random Forest (RF), Multinomial Naive Bayes Classifier (MNBC), and Long Short Term Memory (LSTM). As the 

number of training examples grows from 20 to 60 all three algorithms exhibit enhanced F scores. Notably, LSTM 

consistently outperforms the rest by achieving the F scores. This implies that for our dataset and objective LSTM emerges 

as the efficient algorithm, for sentiment analysis displaying exceptional accuracy, in detecting positive, negative, and 

neutral sentiments. 

  

 

Figure 11 demonstrates how a sentiment analysis model is created using an LSTM algorithm to categorize the 

sentiment of text data. By training the model with labeled data it successfully captures the connections, within sentences 

resulting in sentiment predictions for each case. The visualization showcases how sentences are classified into negative 

categories showcasing the LSTM's capacity to grasp subtle emotional nuances in the data. This emphasizes the efficiency 

of LSTM-based models, in assessing sentiment in written material. 

Figure 11 Shows the Final working method of the sentiment analysis model with the example 
of sentiments they generated. 

Figure 10 shows the f-scores results of MNBC, LSTM, and RF 

Algorithms. 
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5. CONCLUSION AND FUTURE WORK 

The downside of institutional grading feedback is that it does not accurately reflect students' feelings and fails to 

utilize them to achieve positive outcomes.  The analysis of this textual feedback and the development of an accurate 

model fill this gap by enabling universities and other educational institutions to utilize this research and improve the 

quality of education.  The feedback is collected and then provided to the trained model in this study, where the sentiments 

are categorized as positive, negative, and neutral. According to this study, the long short-term memory (LSTM) algorithm 

yields higher accuracy compared to the Multinomial Naive Bayes and Random Forest Classifier algorithms. Moreover, 

the long short-term memory method outperforms the other two methods with an accuracy of 95.75%. Future research in 

this area will likely focus on enhancing the model's accuracy by incorporating a large volume of training data. 
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